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Land-use maps are important references for urban planning and urban studies. Given the
heterogeneity of urban land-use types, it is difficult to differentiate different land-use types
based on overhead remotely sensed data. Google Street View (GSV) images, which capture
the fagades of building blocks along streets, could be better used to judge the land-use types
of different building blocks based on their fagade appearances. Recently developed scene
classification algorithms in computer vision community make it possible to categorize
different photos semantically based on various image feature descriptors and machine-
learning algorithms. Therefore, in this study, we proposed a method to derive detailed
land-use information at building block level based on scene classification algorithms and
GSV images. Three image feature descriptors (i.e., scale-invariant feature transform-Fisher,
histogram of oriented gradients, GIST) were used to represent GSV images of different
buildings. Existing land-use maps were used to create training datasets to train support vector
machine (SVM) classifiers for categorizing GSV images. The trained SVM classifiers were
then applied to case study areas in New York City, Boston, and Houston, to predict the land-
use information at building block level. Accuracy assessment results show that the proposed
method is suitable for differentiating residential buildings and nonresidential buildings with
an accuracy of 85% or so. Since the GSV images are publicly accessible, this proposed
method would provide a new way for building block level land-use mapping in future.

Keywords: GSV (Google Street View); machine learning; image features; urban land-use
mapping

1. Introduction

The land-use change is a reflection of human activities on land to change its physical
cover, ecosystem service, and social functions (Tayyebi et al. 2014; Meehan et al. 2013).
The land-use change is the root cause of many environmental, ecological, and social
issues (Tayyebi, Pijanowski, and Pekin 2015). Detailed knowledge of land-use change is
very important for sustainable planning (Tayyebi et al. 2014).

Traditionally, overhead remotely sensed data are widely used for land-cover/use
mapping. Different types of land cover/use usually show different spectral character-
istics (Blaschke 2010; Myint et al. 2011) in overhead view remotely sensed imagery,
which makes it possible to classify different land-cover/use types based on remotely
sensed data. Proliferating image processing algorithms have been developing to
differentiate different land-use types from remotely sensed data. Many machine-learn-
ing classifiers were applied to land-cover/use mapping based on the remotely sensed
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data, such as, maximum likelihood classifier (Jensen 2005; Frohn et al. 2011; Li et al.
2013), support vector machine (SVM) (Vapnik 1995; Mountrakis, Im, and Ogole
2011; Xun and Wang 2015; Lin and Yan 2016; Chu et al. 2016), and artificial neural
network (Bruzzone and Prieto 1999), etc. The object-based image analysis was also
proposed to differentiate different land-cover/use types based on remotely sensed
images (Definiens 2008; Blaschke 2010; Myint et al. 2011). The object-based classi-
fication method usually first segment remotely sensed images into different objects,
which are further categorized into different land-cover/use types based on their
spectral and geometrical characteristics (Li et al. 2013). The object-based classification
method has been proved to increase the accuracy of the classification results signifi-
cantly (Hussain and Shan 2016; Qiu, Wu, and Miao 2014; Wang et al. 2016). Other
than algorithm development, prior knowledge of the land-use change was also incor-
porated in generating land-use maps (Ray and Pijanowski 2010; Tayyebi, Pijanowski,
and Pekin 2015). Based on the prior knowledge of the historic and future shift in
landscape, it is possible to create land-use map for future and past (Tayyebi,
Pijanowski, and Pekin 2015).

High-resolution urban land-use maps are important references for studies of urban shrinkage
and sprawl (Haase et al. 2012; Gennaio, Hersperger, and Biirgi 2009), urban population
mapping (Ural, Hussain, and Shan 2011; Lwin and Murayama 2009), etc. However, urban
land-use classes are heterogeneous, and different land-use types may have similar spectral
signatures and spatial patterns. In addition, remotely sensed data only capture the overhead view
of urban features, which may further influence land-use mapping results. For example, the
overhead view of remotely sensed data only captures the spectral reflectance of building roofs,
which can hardly reflect the different social functions or land-use types of buildings. The
existing of roof garden and different roof pavements will cause misclassification.

Recently, with the availability of geo-tagged civic data, new methods have been devel-
oped for land-use mapping based on the social function information derived from civic data
(Thomas et al. 2014; Liu et al. 2016; Hu et al. 2016). These civic data include cell phone call
data (Soto and Frias-Martinez 2011a; Soto and Frias-Martinez 2011b), geo-located social
media data (Leung and Newsam 2012; Hu et al. 2016), and taxi trajectory data (Liu et al.
2016). Considering the fact that different land-use types may have different social functions, it
is reasonable to judge the land-use types of different regions in cities based on their social
function information. For example, residential areas are places for people to live but com-
mercial areas are places for people to work. The cell phone call data and taxi trajectory data
allow us to infer where people live and work, which may further help to infer land-use
information. The major issue faced by application of the civic data is that the civic data are
usually not publicly available. These civic data also bring some other concerns for urban land-
use mapping, such as social and spatial bias, potential privacy violation, and relatively coarse
resolution. All of these issues would further influence the applications of civic data for land-
use mapping.

New methods are in need for high-resolution land-use mapping without much data
limitation. Different from the overhead remotely sensed data, Google Street View
(GSV) images capture the profile views of cityscapes, which provide us a new data
source for urban studies at a very different perspective (Li et al. 2015). Since
representing the ground truth at a very high resolution, GSV images have been widely
used as references for validating land-cover/use mapping results in previous studies.
The profile view of street-level images could better be used to judge the land-use
types of different building blocks (Li and Zhang 2016). Considering the dense cover-
age of GSV panoramas in cities, GSV could become a new data source for generating
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fine-level land-use maps, especially for urban areas. This study applied scene classi-
fication algorithms for land-use mapping based on GSV images and verified the
extendibility of the method for land-use mapping in different cities with different
environments.

2. Related work

Scene categorization or scene classification is the fundamental problem in the computer
vision field (Xiao et al. 2010). In the past decade, advancement in computer vision makes it
possible to categorize or classify images semantically. Large databases of different scene
images together with the corresponding scene category labels were built for scene recogni-
tion. Caltech-101 dataset (Fei-Fei, Fergus, and Perona 2004) is one of the first standardized
datasets for multi-category image classification, with 101 object classes and commonly
15-30 training images per class. Xiao et al. (2010) built the Scene UNderstanding (SUN)
database for classifying various images. The SUN dataset was built to cover as many
different scenes as possible, and it covers 899 categories and 130,519 images (Xiao et al.
2010). Since 2010, the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) was
launched to motivate the computer vision community to make progress on large-scale scene
classification. Participants join this competition to compare their scene classification algo-
rithms based on the ImageNet database.

In recent years, scene classification methods have been applied to land-use classification.
Scene classification methods were first applied to overhead view remotely sensed imagery for
land-use information retrieval (Xu et al. 2010; Yang and Newsam 2010; Yang and Newsam
2013; Zhao et al, 2016a, 2016b). Different image features computed based on the color and
texture of remotely sensed images are commonly used to represent images and train image
classifiers (Yang and Newsam 2010; Yang and Newsam 2013). Xu et al. (2010) proposed to
use Bag-of-Visual Words (BOV) to bridge the semantic gap between low-level image features
and high-level land-use concepts. Results show that the BOV helps to increase the accuracy of
the classification results significantly. Yang and Newsam (2013) used the local invariant
features calculated from high-resolution aerial imagery to retrieval land-use information.
Results show that the performance of the local invariant features varies on different land-
use types. Although overhead remotely sensed data have been widely used to map land-cover
types, it is more difficult to distinguish different land-use types (Leung and Newsam 2012).
This is because different from land cover, which represents the natural landscape, land use
shows the social function of the landscape. It is difficult to recognize the social functions of
landscapes based on the spectral signatures and spatial patterns represented in the overhead
remotely sensed data. In order to complement the shortcoming of remotely sensed data for
land-use mapping, Leung and Newsam (2012) explored how to use the geo-referenced Flickr
images for land-use classification. Each downloaded Flickr image was labeled to a ground
truth land-use type based on the existing land-use map. The image feature — Bag of visual
Words — was first calculated for each image. SVMs were then trained based on the calculated
image feature vectors and labels to assign land-use labels to the test images based on their
image feature vectors.

There are still few scene classification studies based on street level images in
literature. Salesses, Schechtner, and Hidalgo (2013) collected 2920 GSV images in New
York City and Boston and labeled those images with different perceptual attributes via a
crowdsourcing website — Place Pulse. Based on the Place Pulse dataset, Naik et al. (2014)
trained a prediction model to map the safety perception in a couple of American cities
using machine-learning and image feature extraction approaches. Li et al. (2015) verified
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the possibility of using GSV images to study the visibility of street greenery in New York
City using an image classification algorithm. Li and Zhang (2016) demonstrated the
potential of using GSV images for land-use mapping in a very small area of New York
City. However, cross-validation was not conducted and the extendibility of the method
was not tested.

Computation of image features based on the color and texture of images is a requisite
step in scene classification. Proliferating image features were proposed to describe and
represent scene images for scene categorization (Xiao et al. 2010). The most popular
image features include GIST (Oliva and Torralba 2001), histogram of oriented gradients
(HoG) (Dalal and Triggs 2005; Felzenszwalb et al. 2010), scale-invariant feature trans-
form descriptors (SIFT), self-similarity descriptors (Shechtman and Irani 2007), and deep
convolutional activation features (Donahue et al. 2013).

3. Materials and methods
3.1. Study area and data

Case study areas were selected from New York City, Boston, and Houston in this study
(Figure 1(a)), because of the availability of various spatial data and the dense coverage of
GSV images in these three cities.

The building footprint maps and land-use maps in the study areas were down-
loaded from different city governments’ websites. The original land-use classification
system was first aggregated into three major types: one-family/two-family residential
buildings, multifamily residential buildings, and nonresidential buildings (Figure 1(b)).
The original land-use maps are at parcel level. Since the study is focused on recogniz-
ing land-use types of different building blocks, therefore, the original land-use maps
were overlapped with the building footprint maps to generate building block level
land-use maps. Figure 1(a) shows a generated building block level land-use map in the
case study area of New York City.

The proposed land-use mapping method is based on a three-step workflow (Figure 2).
First, GSV images capturing facades of building blocks along streets were collected and
labeled based on the existing land-use maps. Our approach does not require individual
GSV images to be manually labeled. Then, the dataset with GSV images and land-use
labels were split into training set and testing set. Three image features, GIST, HoG, and
scale-invariant feature transform-Fisher (SIFT-Fisher) vectors, were calculated and com-
pared for all GSV images in the training set to train SVM classifiers. Finally, accuracy
assessment was conducted on the testing set to validate the classification results of those
trained SVM classifiers.

3.2. Linking GSV images to building blocks

GSV images capture the profile view of building blocks along streets. By setting appro-
priate parameters in GSV static Image API, it is possible to get the GSV image covering
the fagade of a specific building block (Li and Zhang 2016).

Figure 3(a) shows the geometrical model between the footprint of a building block and
its nearby GSV site (G,, G,). The field of view (fov) angle can be calculated by the
following equation:
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Figure 1. (a) The locations of the study areas and land-use map of a case study area in New York
City and (b) the land-use classification system in this study. For full colour versions of the figures in
this paper, please see the online version.
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In above equation, the vectors V; and V, are

vV, = (ll’lgl — Gy, lat; — Gy),

V, = (lngz — Gy, lat, — Gy)

where (Ingi, lat)) and (Ing,, lat,) are the coordinates of two endpoints of a building
facade. Based on previous study (Li and Zhang 2016), we set the maximum and minimum
thresholds of fov as 90 and 30 to decrease distortion in the static GSV images and make
sure GSV images capturing patterns in building facades, respectively. The heading angle
heading was set as the heading direction, and ranges from 0 to 360. Figure 3(b) shows six
static GSV images of one site with the panorama ID “on66Bt1B37qRIYVxiC7J9g” with
different heading angles and field of view angles.
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Figure 3. Geometrical model for choosing optimum heading and fov to represent facades of

building blocks.
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Based on the geometric model, for each building block, we selected the closest
panorama for the GSV image collection by specifying the corresponding heading and
Jfov parameters. Each GSV image was then labelled to the land-use type of that building
block. Figure 4 shows several collected GSV images with their corresponding land-use
types in the study area.

3.3. Image feature extraction

Image features, which are calculated based on the spectral and geometrical information in
images, are key to derive land-use information from images. Three commonly used
generic image features (GIST, HoG, and SIFT-Fisher) were used in this study to represent
and classify GSV images.

3.3.1. GIST

The GIST is typically computed over the entire image (i.e., it is a global image descriptor)
to represent the perceptual properties of a scene (naturalness, openness, roughness,
expansion, and ruggedness) for the purpose of scene classification. The GIST summarizes
the orientations and scales, both of which provide a rough description of an image, for
different parts of the image. The GIST was originally proposed for scene categorization,
and it represents both the low-level image features and the layout of images without any
form of segmentation (Oliva and Torralba 2001). The GIST of a given image is usually
computed in three steps:

One/Two family buildings Multi-family buildings Non-residential buildings

Figure 4. Buildings blocks with different land-use types on street level images.
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Step 1. Convolve the image with Gabor-like filters tuned to 4 scales and 8 orientations
to produce 32 feature maps of the same size of the input image. The parameters of these
filters were determined based on different types of scene pictures to represent the
naturalness, openness, roughness, expansion, and ruggedness of scene.

Step 2. Divide each feature map into 16 regions (by a 4 x 4 grid) and then average the
feature values within each region.

Step 3. Concatenate the averaged feature values of all 32 feature maps (16 per feature
map), thus resulting in a 512 (i.e., 16 x 32) GIST descriptor.

Please see Oliva and Torralba (2001) for more details about the computation of GIST
feature.

3.3.2. HoG descriptor

The HoG descriptor is a feature descriptor widely used to detect objects in the computer
vision field. In order to calculate the HoG descriptor for GSV images, each image is first
divided into 8 x 8§ squared cells and the gradients are calculated for each cell using 1D
[-1, 0, 1] masks. The gradient vector, orientation, and magnitude of an image f are
calculated using the following equations,

of 8]') o)

grad(f) = (5 78__)/

where Of /Ox ~ (1/2)[f(x + 1,y) —f(x = Ly)], 0f /Oy = (1/2)[f (x,y + 1) = f(x,y — 1)].
The orientation and the magnitude can be calculated as,

orientation(grad(f)) = tan"! (g]; / g{;) 3)
, of | o
magnitude(grad(f)) = o " o 4)

A histogram of gradients is then created using a block-wise pattern for each cell. The bins
of the histogram are defined by gradient orientations, ranging from 0 to 180 degrees or 0
to 360 degrees. Previous studies have showed that setting the bins space over 0-180
degrees is more suitable for human detection (Dalal and Triggs 2005). Therefore, in this
study, we set the bins range from 0 to 360 degrees. The number of orientation bins is
usually set to 9 because of its good performance. Each gradient’s contribution to the
histogram is split between the two nearest bins, and it is equal to its magnitude. The
histograms of gradients are further normalized to make the HoG descriptor insensitive to
shadows and different illumination conditions. Then, histograms of gradients of all four
2 x 2 neighboring cells are concatenated into one giant vector descriptor — HoG. The
concatenated descriptors are spatially overlapped, because higher feature dimensionality
provides more descriptive power (Dalal and Triggs 2005; Xiao et al. 2010). In this study,
the HoG was calculated based on an online code provided by Felzenszwalb et al. (2010).
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3.3.3. SIFT-Fisher vector

The SIFT descriptor proposed by Lowe (2004) is based on one of the most popular image
feature — SIFT, which has been widely used for scene classification, solving 3D structure
from multiple images, and motion tracking. The SIFT descriptor is invariant to illumina-
tion changes, scaling, rotation, and minor changes in viewing direction, which together
make it promising for static GSV image classification.

The first step of computing the SIFT descriptor is to detect the scale-space extremes of
an image. An image [ (x, y) is first blurred by a Gaussian function using the following
equation,

L=Gx*]1
Lix,y0)= Y Y Glu,v,0)l(x —u,y —v) )

where L is the blurred image, * is the convolution operation, # is the size of the Gaussian
kernel, and G is the Gaussian function,

1 (1242 /262
G(u,v,a):me ( + )/2 (6)

In order to increase the time efficiency, Difference-of-Gaussians (DoG) function is used to
locate the scale-space extreme. The DoG is computed as,

D(xa%ff) =L(x,y,k0) —L(x,y,a) (7)

The local maxima and minima of D(x, ), ) are located by comparing each point with
its 26 neighbors, which include 8 neighbors at the same scale and 9 neighbors up and
down one scale. If this value is the minimum or maximum of all these points, then this
point is an extreme. Taylor expansion is further applied on the DoG function to locate
SIFT keypoints. The key points are located by taking the derivative of this function with
respect to x, y and setting it to zero (Lowe 2004).

In order to decrease the noise in the detected keypoints information, the initial extreme
points are further refined by removing low contrast extreme points and eliminating the
edge response. Those low contrast keypoints can be eliminated by setting threshold on the
DoG function directly. This method is not suitable to eliminate those keypoints along the
edge, because the DoG function will have a strong response along edges. However, those
keypoints along the edge have large principal curvatures across the edge but small
principal curvatures in the perpendicular direction. Based on this, a 2 x 2 Hessian matrix
can be used to remove the outlier keypoints. The Hessian matrix is computed based on the
derivatives of DoG function at different directions as,

ne[Be 2] .

)
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where Tr(H) = (D + Dy,), Det(H) = DDy, — nyz, rp 1s the ratio between the large
eigenvalue and the small eigenvalue, the threshold 7y is usually set as 10 (Lowe 2004).
Those keypoints that do not meet the formula (9) will be eliminated.

For each keypoint, histograms of gradients with eight bins based on neighboring
pixels are concatenated to create a descriptor. The neighboring pixels are chosen based a
Gaussian window function, which is centered at the keypoint with its size proportional to
the detection scale of the keypoint. All the neighboring pixels are further divided into
4 x 4 cells and histograms are then created based on the gradients for each of the 4 x 4
cells. Considering the fact that each histogram has 8 bins, the generated descriptor for
each keypoint has 128 (4 x 4 x 8) elements. Finally, descriptors are further normalized to
reduce the effect of illumination change.

Different from the original SIFT descriptor, the SIFT-Fisher vector descriptor further
applies Fisher coding on the raw SIFT descriptor to decrease the dimension of sparse
SIFT descriptor vectors and create a more desirable descriptor for image classification. In
this study, we used the SIFT-Fisher vector coding algorithm implemented by Ordonez and
Berg (2014) to compute the SIFT-Fisher descriptors on GSV images.

3.4. SVM classifiers

We chose SVM classifier to classify those static GSV images, which capture fagades of
different land-use types of buildings. Image feature descriptor vectors v and their corre-
sponding land-use labels / in the training dataset were used to train SVM classifiers. The
training process was to obtain the following optimization,

1 !
in~WTw + C ; 10
m1n2 + ;{ (10)

which is subject to the conditions

l[(WT'V[ b) Z 1 *gl‘, 1= 1,2,...,N (11)
>0, i=1,2,...,N

where the weight vector W is the parameter estimated based on training data and used for
classification, &; represents the ith slack variable introduced to account for the nonsepar-
ability of data, N is the number of training samples, and the constant C represents a
penalty parameter that allows controlling the penalty assigned to errors.

The trained SVM classifiers were then applied to the testing images and GSV images
collected in the study to predict the land-use information. The predicted results were further
compared with ground truth land-use types of these images to validate the classification results.

4. Results

In order to validate the proposed land-use mapping method, we randomly selected 700 GSV
images together with their land-use labels from other parts of New York City. The original
land-use labels were re-categorized into three major types: one-family/two-family residential
buildings, multifamily residential buildings, and nonresidential buildings (see Figure 1(b)).
Among these 700 GSV images, 200 images capture the facades of one-family/two-family
residential buildings and have their land-use labels as one-family/two-family residential



Giscience & Remote Sensing 829

buildings, 200 images as multifamily residential buildings, and 300 images as nonresidential
buildings. The collected 700 GSV images, their corresponding image feature descriptors, and
their corresponding land-use labels were randomly split into a training set and a testing set
with stratification (80% used for training and 20% used for testing) five times so as to train the
SVM classifiers and validate the classified results.

The trained SVM classifiers were first applied to classify the residential and
nonresidential buildings, since these two types of buildings are easier to differentiate
by their fagade appearances. Table 1 summarizes the validation results of the classi-
fication using different image feature descriptors. The SIFT-Fisher vector descriptor
outperforms the other two descriptors in the classification of residential buildings
versus nonresidential buildings. The average overall accuracy of the residential versus
nonresidential building is 85.5% and the Kappa statistic is 0.7 using the SIFT-Fisher
image feature. The GIST and HoG features get lower accurate classification results,
with overall accuracies of 69.1% and 60.7% and Kappa statistics of 0.37 and 0.20,
respectively.

The trained classifiers get less accurate results in the classification of one-family/
two-family residential buildings versus multifamily residential buildings (Table 1).
This could be explained by the small appearance difference between the one-family/
two-family residential buildings and multifamily residential buildings. Similar with the
classification of residential versus nonresidential building, the SIFT-Fisher outperforms
the other two image features, with an average overall accuracy of 79.8% and Kappa
statistic of 0.60.

The trained SVM classifiers were further applied to predict land-use type in the case
study area of New York City based on the collected GSV images and the calculated image
features. There are 1126 building blocks in the case study area of New York and about
1048 building blocks have nearby GSV images available. We derived the land-use
information of these building blocks by applying the pre-trained SVM classifiers to
these 1048 GSV images. The land-use map in New York was further used as reference
to validate the predicted result. Table 2 summarizes the accuracy assessment results using
the pre-trained SVM classifiers on the GSV images. The SIFT-Fisher vector descriptor
outperforms the other two descriptors in the classification of residential buildings versus
nonresidential buildings, and it obtains an average overall accuracy of 85.0% and Kappa
statistic of 0.61. The GIST and HoG features get lower accurate classification results, with
overall accuracies of 68.1% and 50.1% and Kappa statistics of 0.28 and —0.02,

Table 1. Overall classification accuracy of different image features on testing images.

Overall accuracy/Kappa coeficient

Image features  Test | Test 2 Test 3 Test 4 Test 5 Average
Residential buildings versus nonresidential buildings

GIST 74.1%/0.47 63.3%/0.25 69.8%/0.39  71.9%/0.44  66.2%/0.30  69.1%/0.37

HoG 59.7%/0.18  64.8%/0.27  59.7%/0.17  61.2%/0.21 58.3%/0.16  60.7%/0.20

SIFT-Fisher ~ 87.1%/0.73 84.9%/0.69 89.2%/0.78 84.9%/0.69 81.3%/0.61 85.5%/0.70
One-family/two-family residential buildings versus multifamily buildings
GIST 57.0%/0.14 57.0%/0.14 63.3%/0.27 68.4%/0.37 69.1%/0.34  62.5%/0.25
HoG 59.5%/0.19 51.9%/0.03  60.8%/0.21 57.0%/0.14 64.6%/0.29 58.7%/0.17
SIFT-Fisher ~ 76.0%/0.52 74.7%/0.49 80.0%/0.60 81.0%/0.62 87.3%/0.75  79.8%/0.60
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Table 2. Overall classification accuracy of different image features for 1048 GSV images in the
New York City.

Overall accuracy

Image features Test 1 Test 2 Test 3 Test 4 Test 5 Average
Residential buildings versus nonresidential buildings

GIST 68.7%/0.29  67.0%/0.27  69.8%/0.31 67.3%/0.26  67.9%/0.27  68.1%/0.28

HoG 50.1%/—0.02 49.1%/0.00  48.9%/-0.02 52.1%/—0.05 50.4%/—0.01 50.1%/—0.02

SIFT-Fisher 85.1%/0.61  84.8%/0.61  85.4%/0.62 84.9%/0.61  84.5%/0.60  85.0%/0.61

One-family/two-family residential buildings versus multifamily buildings
GIST 55.0%/0.15  54.8%/0.16  59.0%/0.20  55.3%/0.17  56.0%/0.17  56.0%/0.17
HoG 47.5%/—0.04 49.0%/—0.02 48.1%/0.00  49.9%/-0.02 51.0%/0.03  49.1%/—0.01
SIFT-Fisher 65.2%/0.31  63.4%/0.28  63.6%/0.28  64.5%/0.29  67.2%/0.34  64.8%/0.30

respectively. The results are similar to those of the five times cross-validation. This further
proves the generalization of the proposed method for the classification of residential and
nonresidential buildings.

The classification result of one-family/two-family residential buildings versus multi-
family residential buildings has lower accuracy compared with the classification result of
the residential buildings versus nonresidential buildings. The selected three image features
have similar performances in the classification of one-family/two-family residential build-
ings versus multifamily residential buildings. SIFT-Fisher vector descriptor outperforms
the other two descriptors, with an overall accuracy of 64.8% and Kappa statistic of 0.30.

In order to test the robustness of the proposed approach, we further applied the method
to GSV images randomly selected from Boston and Houston. Table 3 summarizes the
performance of the three feature descriptors on the classification of residential buildings
versus nonresidential buildings and one-family/two-family residential buildings versus
multifamily residential buildings.

The classification result shows that the SIFT-Fisher performs better than other two
feature descriptors. The SIFT-Fisher gets a classification accuracy of around 85% for the
classification of residential buildings versus nonresidential buildings. The overall classi-
fication accuracies for one-family/two-family residential buildings versus multifamily
residential buildings are not as good as the classification of residential buildings versus
nonresidential buildings.

Table 3. Overall classification accuracy of different image features for GSV images in Houston,
TX and Boston, MA.

Overall accuracy

Image features ~ Test 1 Test 2 Test 3 Test 4 Test 5 Average
Residential buildings versus nonresidential buildings

GIST 72.3%/0.39  78.4%/0.48  76.5%/0.43  69.5%/0.30 71.4%/0.33  73.6%/0.39

HoG 59.2%/0.12  59.2%/0.13  54.9%/0.02  54.9%/0.07 56.3%/0.08 56.9%/0.08

SIFT-Fisher 83.6%/0.61 82.2%/0.57 85.0%/0.63 85.0%/0.64 85.9%/0.65 84.3%/0.62
One-family/two-family residential buildings versus multifamily

buildings
GIST 73.8%/0.46  70.5%/0.40  72.5%/0.44  70.5%/0.39 67.1%/0.32  70.9%/0.40
HoG 59.1%/0.16 47.0%/0.04 48.3%/0.00 52.3%/0.04 49.7%/0.00 51.3%/0.05

SIFT-Fisher 79.2%/0.58 77.9%/0.56  76.5%/0.52  75.8%/0.52  73.8%/0.46 76.6%/0.53
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5. Discussions

In this study, we utilized street-level GSV images for urban land-use mapping at building
block level. Buildings are the basic units in cities and the building block level land-use
information can help urban planners to know better about where people live and where
people work. However, urban land-use maps are usually generated at parcel level or
district level. Such coarse-level land-use maps ignore the fine-level heterogeneity in urban
areas, and the coarse land-use types may incorporate different land-use types of urban
features into one homogeneous land-use class. The mixed land-use types of parcels or
patches may decrease the utility of urban land-use maps.

Traditional overhead view data for urban land-use mapping usually cover the roofs of
building blocks and neglect the fagades of building blocks. However, the fagades are more
intuitive than the roofs for judging the land-use types of building blocks. Therefore, the
street-level images could be used to better judge the building types in cities. GSV images
capture the building fagades along streets and thus could be a promising data source for
urban land-use mapping. Considering the dense coverage of GSV panoramas in urban
areas, it is possible to derive fine-level urban land-use information based on GSV images.
This study brings the achievements in computer vision to derive building block level land-
use information based on geo-tagged GSV images.

The GSV images have only three visible bands, red, green, blue, which are not enough
for various urban features classification based on spectral information alone. In addition,
the building fagades materials and colors could influence the spectral signatures of
building blocks on the street-level images. Therefore, the geometric information, rather
than the spectral information, was utilized for the classification of GSV images in this
study. Three commonly used generic image features (GIST, HoG, and SIFT-Fisher vector)
were used to represent the collected GSV images in the study area. The existing land-use
maps were used as references for classifiers training and results validation. One advantage
of our proposed approach is that it does not require individual images to be manually
labeled for training, which further makes it possible to automatically classify urban land-
use types for large areas. Classification results show that the SIFT-Fisher vector descriptor
outperforms the other two descriptors in the classification of residential buildings versus
nonresidential buildings, with accuracy around 85%. These high-accuracy classification
results prove that it is possible to derive high-resolution urban residential building and
nonresidential building maps using scene classification algorithms and GSV images. In
addition, the high accuracy classification results in different sites prove that the proposed
method is robust and can be applied to different cities with different environments.
Considering the public accessibility of GSV images, the proposed study can be easily
applied to different study areas for high-resolution land-use mapping, which would
benefits all corresponding studies. However, the accuracy of the classification results for
one-family/two-family residential buildings versus multifamily residential buildings is not
good enough for real applications yet. Considering the fact that one-family/two-family
residential buildings usually are lower than multifamily residential buildings, the classi-
fication result of multifamily buildings versus one-family/two-family buildings would be
improved by incorporating building height information in future studies.

This study is an explorative study based on image analysis and machine-learning methods
to label the geo-tagged street level images. While this study demonstrates the feasibility of
using GSV images for building block level land-use information retrieval, there are some
limitations with this study that need to be solved in future studies. The first is time consistency
of GSV images. Considering the fact that the GSV images are updated periodically, one
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location may snap to different panoramas when the imagery is updated. GSV images captured
in different seasons could affect the classification result of land-use types of different build-
ings. For example, although the building facades are not affected by the different seasons, the
leaves of street trees during green seasons could block buildings in the GSV images and make
the landscapes along streets very different from the appearance of cityscapes during winter
season. Therefore, both the street trees and time information of the GSV images should be
considered for land-use mapping using street-level images in future.

With the advancement of computer vision, more image feature descriptors and classifica-
tion algorithms may be developed in future to accurately classify the land-use types based on
the street-level images. The basic idea of this study is to differentiate detailed land-use types
based on different physical appearances of different types of buildings. However, the defini-
tion of different land-use types is not just based on the physical appearances of buildings, but
also based on the social functions of different types of buildings. Therefore, in future studies,
more attentions need to be paid on how to adjust the semantic classification system to make it
applicable in real urban planning practices and capable of differentiating building types based
on the physical appearances at the same time.

This study used the existing official land-use data for classifiers training and results
validation. However, the official land-use data might contain error itself, which would
influence the robustness of the trained classifiers and bring uncertainty in the classification
results in this study. Future studies should-use more accurate land-use maps to develop a
more robust classifier and reduce uncertainty.

The street-level images only cover those buildings along streets, ignoring those
buildings blocked by walls or along small alleys. Therefore, the method proposed in
this study cannot map the urban land-use types of all building blocks. Because of the
limited computational capability, the size of training samples and the study area are both
relatively small in this study. The computation of image features is very intensive. In the
future, GPU-based image computing or parallel computing techniques should be consid-
ered to accelerate the computation speed. In addition, different cities may have different
building styles; in the future, more work should focus on testing the generalization of the
proposed method for detailed land-use mapping in different cities.

6. Conclusions

This study applied the scene classification algorithms to building block level land-use
mapping based on publicly accessible GSV data. Different from previous studies, which
used overhead view datasets for urban land-use mapping, this study utilized street-level GSV
images for building block level land-use classification. Results show that accurate land-use
classification can be achieved based on scene classification algorithms and street-level
images. The validation in cities of different climate zones further proves the extendibility
of the proposed method for land-use information retrieval. Considering the fact that GSV
images are available in many cities all over the world, this study would provide a new way
for urban land-use mapping at building block level at a large scale. Future work should focus
on choosing better image features or combinations of image features to classify more land-
use types so that more accurate land-use classification results can be obtained.
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